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Team Adaptiveness in Dynamic Contexts: 

Contextualizing the Roles of Interaction Patterns and In-Process Planning  

Abstract 

Previous research asserts that teams working in routine situations pass through performance 

episodes characterized by action and transition phases, while other evidence suggests that certain 

team behaviors significantly influence team effectiveness during nonroutine situations. We 

integrate these two areas of research -- one focusing on the temporal nature of team episodic 

performance (Marks, Mathieu, & Zaccaro, 2001), and the other on interaction patterns and 

planning in teams -- to more fully understand how teams working in dynamic settings 

successfully transition across routine and nonroutine situations. Using behavioral data collected 

from airline flight crews working in a flight simulator, we find that different interaction pattern 

characteristics are related to team performance in routine and nonroutine situations and that 

teams engage in more contingency, in-process planning behavior during routine versus 

nonroutine situations. Moreover, we find that the relationship between this in-process planning 

and subsequent team adaptiveness is curvilinear (inverted U-shaped). That is, team contingency 

or in-process planning activity may initially increase team adaptiveness, but too much planning 

has adverse effects on subsequent performance.  

 

Key words: team adaptiveness, patterned team interactions, in-process planning, dynamic 

situations, simulation 
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The ability of teams to quickly and accurately adapt to critical nonroutine situations is 

vital for team adaptiveness and, ultimately, for the organizations in which they are embedded. 

For example, health care teams must abandon routine work to respond quickly and accurately to 

patient emergencies, aviation flight crews must switch seamlessly from performing routine 

navigation tasks to managing critical malfunctions, and information technology teams must drop 

routine project work during malevolent hacking attacks to ensure the security of customer and 

organizational assets. Examining the behaviors and abilities of teams as they work to manage 

unexpected critical situations can provide important and actionable information to such teams 

and their organizations, as well as help address numerous calls for more focus on dynamism in 

groups and teams research (e.g. McGrath, Arrow, & Berdahl, 2000; Cronin, Weingart, & 

Todorova, 2011). 

These calls have advocated using a temporal lens in group research in order to more fully 

explicate the emergent dynamics of team behavior. Two areas of recent research on team 

effectiveness use such a temporal perspective. On one hand, work based on the highly-cited 

framework offered by Marks and colleagues (Marks, Mathieu, & Zaccaro, 2001) suggests that 

over time, teams pass through episodic phases of action and transition as they move forward 

toward the completion of their work (e.g. LePine, Piccolo, Jackson, Mathieu, & Saul, 2008; Van 

Der Vegt & Bunderson, 2005). Action phases are referred to as Òperiods of task engagementÓ 

while transition phases are interpreted as Òperiods of downtime where team members can reflect 

upon past events and prospect future eventsÓ (DeChurch & Haas, 2008, p. 544). However, the 

Marks and colleagues framework appears to be inapplicable to critical nonroutine situations in 

which completely stopping active task performance in order to engage exclusively in-process 

planning and reflection would be disastrous for team outcomes. More generally, the framework 
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seems inapplicable to situations during which routine and nonroutine situations are interleaved; 

instead, the model is conceptualized for and, to our knowledge, applied in the groups and teams 

literature to teams working in routine situations absent critical nonroutine events.   

On the other hand, most research focusing on team behaviors and processes during 

nonroutine situations likewise does not address dynamic work contexts that include both routine 

and nonroutine situations, nor does it examine how teams successfully transition from routine to 

nonroutine episodes of work. Instead, much of the research in this area focuses exclusively on 

nonroutine situations in building knowledge about the team behaviors leading to successful 

outcomes (e.g. Waller, 1999; Stachowski, Kaplan, & Waller, 2009). Although work in this area 

consistently shows that characteristics of teams’ interaction patterns play an important role in 

team effectiveness during critical nonroutine situations, our understanding of how such patterns 

change across routine and nonroutine situations in dynamic settings is lacking. While some 

studies have compared differences in shared cognition and communication processes in separate 

routine situations versus nonroutine situations (Waller, Gupta, & Giambatista, 2004; Marks, 

Zaccaro, & Mathieu, 2000), knowledge regarding how teams dynamically adapt as they 

transition across such situations during the same work episode is sparse. Not only does this lack 

of knowledge represent an important gap in our literature, it also limits the holistic applicability 

of our knowledge to team contexts involving dynamic workloads that vacillate between routine 

and nonroutine situations. Consequently, our existing knowledge allows us to predict and offer 

advice for team effectiveness in either routine or nonroutine situations, but not for the gamut of 

situations faced by many teams as they perform vital work for their organizations. 

The central focus of our paper, then, is to draw from both areas of work – one focusing 

on the episodic nature of team processes and the other on team behaviors and processes during 
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nonroutine situations - to help develop a better understanding of how teams effectively cope with 

dynamic work contexts that require them to transition between routine and nonroutine situations. 

Such contexts present teams and their organizations with significant and critical challenges, and 

the behaviors of teams facing them require additional examination. Thus, we adopt both a 

temporal and pragmatic stance, borrowing from the two areas of existing literature specified 

above that, we believe, when integrated will effectively address this gap in our knowledge and 

ascertain how patterns of team interaction and in-process planning influence a teamÕs ability to 

perform in a high stress, dynamic context.  

The current temporal focus draws from, and reflects, the premise that team adaptation is 

fundamentally an unfolding process in dynamic settings (Uitdewilligen, Waller, & Pitariu, 2013). 

Specifically, following Kozlowski & Ilgen (2006), we conceptualize team adaptiveness as an 

emergent state that results from recurring team processes and interactions over time. There are 

two additional benefits of our temporal approach. First, we advance existing work on team 

interaction patterns by examining both routine and nonroutine situations within the same work 

episode, which allows a better view of how these patterns change over time. Second, we extend 

the episodic framework of team processes to the behavioral domain by examining how different 

team interaction patterns relate to one another to influence team adaptiveness. We begin by 

reviewing work on dynamic workloads that contain both routine and nonroutine situations, and 

then explore the role of interaction patterns in teams working under either routine or nonroutine 

conditions. 

Theory and hypothesis development 

Routine and nonroutine situations 
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The ability of teams to respond to unexpected nonroutine situations has long been a focus 

of research on control teams embedded in socio-technical systems (Reason, 1990), as has the 

difference between routine and nonroutine work in general. Routine work situations present tasks 

and events that involve Òstandard operating proceduresÓ meant to impart stability to organized 

activity (Cyert & March, 1963; Howard-Grenville, 2005); as such, task progress in routine work 

situations moves teams constantly forward toward their assigned goals. Conversely, nonroutine 

situations involve Òlow-probability, high-impact events that are characterized by time pressure 

and ambiguityÓ (Yu, Sengul, & Lester, 2008, p. 452) and may require that teams discard mental 

models and assumptions that no longer apply, and actively engage in shared sensemaking 

(Hofmann, Lei, & Grant, 2009; Maitlis & Sonenshein, 2010). Although empirical work on team 

behavior in nonroutine situations has steadily grown, literature on team workload transitions 

between routine and nonroutine situations seems less mature and remains scant. As Huey and 

Wickens (1993, p.1) described in their seminal book on the topic:  

ÒSystems in a variety of settings can be characterized by having a team of operators, 

functioning for some period of time under relatively routine conditions, then being 

abruptly confronted and abnormal and sometimes emergency circumstances to which 

they must rapidly respond in an appropriate manner. We term these features the team 

transition situation... Although the concept of workload transition has been given 

little, if any, attention and even less research emphasis, it is nevertheless an important 

problem encountered in many work settings...Ó  

Moreover, a recent call for more conceptualization and measurement of team workload, 

which referred to research in the area as a Òcritical needÓ, did not address the issue of team 

workload transitions from routine to nonroutine situations at all (Funke, Knott, Salas, Pavlas, & 
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Strang, 2012). Still, research on team adaptation suggests that dynamic workload contexts 

present teams with unique adaptive challenges as they shift between routine and nonroutine 

situations (Kozlowski, Gully, Nason, & Smith, 1999; LePine, 2005). 

Patterns of team interaction in dynamic settings 

One fundamental way teams may adapt to nonroutine from routine situations, or vice 

versa, is by altering their interaction patterns. Patterned team interactions are defined as regular 

sets of coordinated behavior in teams (i.e., verbalizations and nonverbal actions), repeated over 

time, occurring above and beyond chance (Stachowski et al. 2009, Zellmer-Bruhn, Waller, & 

Ancona, 2004). For example, the sequence of asking a question and answering is a pattern that is 

more likely to occur and predictable in this order than the reverse order. Recent work has 

identified distinctive characteristics of team interaction patterns in teams working either under 

routine (Zijlstra, Waller, & Phillips, 2012) or nonroutine (Stachowski et al., 2009) situations. 

Zijlstra and colleagues (2012) found that flight crews that exhibited more participative and 

predictable interaction patterns during routine pre-flight briefings subsequently outperformed 

other crews during simulated flights that combined routine and nonroutine situations. Similarly, 

Kanki, Folk, and Irwin (1991) found that flight crews exhibiting more standardized and 

predictable interaction patterns outperformed other crews during flights combining routine and 

nonroutine situations. In both of these studies, however, researchers did not ascertain differences 

in teamsÕ interaction patterns between routine and nonroutine situations. 

Focusing only on nonroutine situations, Stachowski and colleagues found that higher 

performing nuclear power plant crews exhibited fewer, shorter, and less complex interaction 

patterns as compared to lower performing crews; similar results with teams were also reported by 

Stout and colleagues (Stout, Cannon-Bowers, Salas, & Milanovich, 1999). The former work also 
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indicated that during nonroutine situations, higher performing crews limited the level of 

participation and reciprocity, or back-and-forth conversation; patterns were less frequent, shorter, 

and more staccato in nature, in contrast to the complex and participative patterns as indicated by 

Zijlstra and colleagues. Similarly, work on team adaptation and coordination emphasizes that 

teams should be flexible and adopt norms and structures that change along with changing task 

demands, eschewing repeated, patterned interaction (Burke, Stagl, Salas, Pierce, & Kendall, 

2006).  

Despite the considerable insights provided by various studies in this area, our 

understanding of the actual role of interaction patterns in team adaptiveness in dynamic contexts 

that interleave routine and nonroutine situations is somewhat unclear. In what follows, we aim to 

integrate these alternative perspectives through a temporal, contingent view that contextualizes 

team interactions within situations requiring teams to transit back and forth between the routine 

and nonroutine. 

Contextualizing team interaction patterns in dynamic settings 

We suggest that possible explanations for the variety of findings on team interaction 

patterns rest on one limitation of current research. Despite the compelling theorizing and 

insightful findings, current work has largely focused on team workloads that consist of either 

stable routine situations or nonroutine situations -- or has treated workloads that combine routine 

and nonroutine situations as amorphous -- without giving full attention to understanding how 

teams transition between routine and nonroutine work. For example, although Stachowski and 

colleaguesÕ study (2009) sheds light on the relationship between interaction patterns and team 

effectiveness during crises, their study is silent on the nature of this relationship for teams that 

must adaptively move between different routine and nonroutine situations in dynamic settings. 
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To summarize, we find that (1) teams with dynamic workloads must constantly engage in 

taskwork without ÒdowntimeÓ as they adapt to both routine and nonroutine situations, (2) teams 

working in routine situations temporally pass through action phases of taskwork and transition 

phases of planning and reflection, and (3) effective teams exhibit particular interaction patterns 

during routine and nonroutine situations. The distinction of the ÒroutineÓ versus ÒnonroutineÓ 

task situations becomes important to team functioning as members are cued by their task 

environment to enact processes or interaction patterns that influence their collaboration. We thus 

posit that certain patterned interactions facilitate team adaptiveness if they fit with the nature of 

the task requirements. In other words, we propose an interaction effect of team interaction 

patterns and task situation on team adaptiveness in dynamic settings. Indeed, task routineness has 

been widely recognized as a contextual condition that affects the relationships between team 

self-managing activities (e.g., team information processing and boundary-spanning) and team 

effectiveness, and between the qualities of team internal and external networks and team 

performance (Chung & Jackson, 2013; Rousseau & Aube, 2010). Similarly, we expect task 

situations (i.e., task routineness) to moderate the relationships between team interaction patterns 

and team adaptiveness. Specifically, we expect a negative relationship between longer, more 

complex, and more participative interaction patterns and team effectiveness in nonroutine 

situations, but the opposite in routine situations. 

In routine task situations, standardized operations and procedures allow teams to have 

greater time to pull together their diverse expertise, formulate plans and strategies, explicitly 

coordinate to perform their work, as well as handle conflict, emotions, and a variety of action 

and transition processes (Chung & Jackson, 2013; Marks et al., 2001; Rousseau & Aube, 2010). 

Given this tendency, team interactions involve many rounds of iterations between team members 
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in order to develop the understanding and anticipation of one another’s behavioral repertoires. 

These interactions thus appear longer, more complex and participative. Such complex and 

participatory patterns may increase team effectiveness in routine operations because they help 

members understand each other’s role demands and anticipate and integrate each other’s 

interactions in a coordinated way. The participatory interactions may also imply a perception of 

psychological safety that allows team members to speak up, make suggestions, and share 

information (Edmondson, 1999; Edmondson & Lei, 2014). Several studies supported this claim, 

showing that the effective swift-starting aviation crews exhibited patterns that were more stable 

in duration, more stable in complexity, and more reciprocal as compared to those of less 

effective crews during routine flight operations (Kanki & Foushee 1989; Kanki et al., 1991; 

Zijlstra et al., 2012).  

In contrast, when faced with nonroutine task situations, especially in time-urgent, 

consequence-laden situations, teams do not have “periods of downtime” and must think and act 

adaptively in response to the changing task requirements (Weick & Roberts 1993, p. 358). As 

teams are compelled to engage in immediate task execution in nonroutine situations, their 

interactions and coordination efforts are more likely to be characterized by briefer, less complex, 

and less participative patterns (Zijlstra et al., 2012). These interaction patterns entail certain 

performance advantages because they reduce the need for overt communication between team 

members, facilitate the development of dynamic shared understandings of behavioral repertoires, 

and increase time available for other task-relevant activities such as relocating  their workloads 

and roles (Rico, Sánchez-Manzanares, & Gibson, 2008; Stout et al., 1999). Therefore, it seems 

reasonable to expect that teams exhibiting shorter, less complex, and less participative 

interactions may outperform teams with more patterned and more complex interactions during 
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nonroutine situations. In fact, several studies found that effective interaction in nonroutine 

situations is not necessarily greater in quantity (Rouse & Morris, 1986) or more complex in 

quality, length and reciprocity (Stachowski et al., 2009; Waller et al., 2004). Notably, 

Stachowski et al. (2009) indeed showed that higher-performing nuclear power crews used short 

and simple interaction patterns to achieve effectiveness in high workload crisis events. 

Collectively, this research suggests that briefer and less complex patterns may predict higher 

team effectiveness in nonroutine situations. 

Based on this evidence, we believe that pattern characteristics may interact with task 

situations to predict team adaptiveness in dynamic settings. We thus predict: 

Hypothesis 1: The relationship between interaction pattern length and team adaptiveness 

is positive in routine situations but negative in nonroutine situations. 

Hypothesis 2: The relationship between pattern complexity and team adaptiveness is 

positive in routine situations but negative in nonroutine situations. 

Hypothesis 3: The relationship between interaction reciprocity and team adaptiveness is 

positive in routine situations but negative in nonroutine situations. 

In-process planning and team adaptiveness 

 With the added demands of shifts between routine and nonroutine situations in dynamic 

environments, effective teams engage in planning activity so that they can “lay out a course of 

action by which they (it) can attain an already chosen objective” (McGrath, 1984, p. 127). 

Moreover, because teams continuously transit between different levels of workloads, team 

planning activities in such dynamic settings are largely “in-process” (Weingart, 1992) and take 

place after work has begun. In-process team planning is thus apart from the strategy-oriented 

“deliberate planning” that occurs at the beginning of a work episode. In particular, Marks and 
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colleagues (2001) highlight the timing and temporal nature of team planning in discussing 

different performance episodes. They point out that in-process planning activities occur more 

frequently in transition phases involving low or no task activity and take the form of either 

contingency planning or reactive adjustment to unanticipated changes. Accordingly, when teams 

navigate through routine and nonroutine situations, they may time their in-process planning 

activities to coincide with situations involving routine operations. In contrast, when a nonroutine 

situation emerges, teams must enact rapid actions to cope with situational changes and are 

simply less likely to have an independent block of time to plan. In other words, the added 

complexity and ambiguity in the nonroutine situation may make team planning extremely 

difficult.  

Together, this means that team in-process planning likely occurs during routine task 

situations where team members may have lower periods of activity and be able to decide on a 

course of action, rather than during nonroutine situations where they lack such downtime. 

Several studies support this view and find that higher-performing teams often use periods of low 

workload to plan and create shared understanding of possible future problems and solutions 

(Orasanu & Connolly 1993; Stout et al., 1999) and that more planning and explanation behaviors 

occur during routine situations than during nonroutine events (Kanki & Palmer, 1993). We 

therefore predict: 

Hypothesis 4:  Teams engaged in constant task activity engage in more in-process 

planning behaviors in routine than in nonroutine situations. 

Prior investigations of team planning have long asserted the benefits of team planning for 

subsequent team adaptiveness (DeChurch & Haas 2008; Mathieu & Schulze, 2006). Mathieu and 

Schulze (2006, p. 608) argue that formal planning Ògenerate information, encourage members to 
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consider alternative courses of action, and promote motivation and commitment to the overall 

plan. Formal planning processes are widely valued as facilitating control and communication and 

as a vehicle for creating Ôprepared mindsÕ within management teams.Ó Similarly, in-process 

planning also entails an iterative process of recognizing problems, gathering data, generating 

ideas, and evaluating and choosing a course of action. Through the exercise of in-process 

planning, teams improve coordination and get prepared for the demanding task requirements of a 

subsequent nonroutine situation, which in turn increases performance (Marks et al., 2001).  

Yet despite the preponderance of the favorable effects of team planning on team 

adaptiveness, other research suggests that the planning-performance relationship is not simple, 

positive, and linear. Rather, team in-process planning activities may constitute trade-offs in 

attention, time, and effort and may interfere with effective team adaptation in dynamic contexts. 

In particular, the literature on threat rigidity indicates that in-process planning during a routine 

situation can be so elaborate that it invokes too rigid a response during a subsequent nonroutine 

situation (Staw, Sandelands, & Dutton, 1981). Research on team adaptation also points out 

potential dysfunctions of the in-process planning effects. When in-process planning becomes 

highly routinized, team members may be less likely to engage in the active thinking necessary to 

quickly respond to an unexpected event. Moreover, in-process planning Ð either contingency 

planning or reactive adjustments Ð may quickly become obsolete in rapidly changing situations 

because task environments constantly evolve and become more unpredictable (Orasanu & 

Connelly, 1993; Weick & Roberts, 1993). Team effectiveness in such contexts can suffer if 

recourse to too much in-process plans impedes alertness and prompts inappropriate responses. 

Indeed, whereas DeChurch and Haas (2008) found significant positive relationships between in-

process planning and team effectiveness, Weingart (1992) found no relation between in-process 
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planning and team adaptiveness.  

Combining these arguments and studies raises an open question concerning the extent to 

which team in-process planning increases subsequent team adaptiveness. Although Mathieu and 

SchulzeÕs (2006) work alludes to these issues, it does not specifically test the relationship 

between in-process planning and team adaptiveness, as in-process planning was combined in 

their study with other variables to measure several Òtransition processesÓ together. Overall, in-

process planning requires substantial effort and time, and as a result, is likely to represent trade-

offs in terms of resources and attention that can be directed to team processes and reactive 

adjustments needed at hand. Therefore, planning activities may initially be functional from the 

point of view of satisfying coordination and control, but they may prove difficult to sustain and 

create challenges to functioning in changing task conditions in dynamic contexts. Therefore, too 

little in-process planning may lead to low adaptiveness to changing task environments, while too 

much in-process planning may lead to inadequate time to engage in task activity, or in rigid 

responses when reactive adjustments are needed. Hence, we propose the following: 

Hypothesis 5: There is a curvilinear (an inverted U-shaped) relationship between the 

amount of team in-process planning in routine situations and subsequent team 

adaptiveness in nonroutine situations. Specifically, moderate levels of in-process 

planning behavior in the routine situation, as opposed to low or high levels, are associated 

with higher levels of team adaptiveness in the subsequent nonroutine situations. 

Method 

Research setting, sample and simulation 

To test the hypotheses detailed above, we sought data from teams that transit between 

both routine and nonroutine situations across various task performance episodes in realistic, 



 

 

14 

consequential and dynamic conditions. As such, we obtained data from 11 two-person 

professional airline flight crews in Germany who were engaged in realistic, interactive flight 

simulation sessions. All simulation sessions required the flight crews to work collaboratively 

during various routine and nonroutine situations. These sessions lasted between 47 and 88 

minutes (M=70.72 minutes, SD =10.91 minutes). A key aspect of our investigation is that we 

focus on the moment-to-moment dynamics of individualsÕ interactions and behaviors over time 

in dynamic team settings, rather than on team-level behaviors. This means that our data exist at 

the behavioral interaction level over time through different task situations (e.g., H1-H3), rather 

than as aggregated team data at a particular time point. This approach is consistent with similar 

published work in the area (e.g. Gersick, 1989; Stachowski et al., 2009; Waller, 1999; Waller et 

al., 2004; Zijlstra, Waller, & Phillips, 2012) using sample sizes of 8, 14, 10, 14, and 18 teams, 

respectively. Additionally, this approach follow recent calls for more nuanced approaches to 

understanding the lower-level interaction-based foundations of group-level phenomena 

(Humphrey & Aime, 2014) and the call for a more event-oriented approach to the organizational 

sciences in general (Morgeson, Mitchell, & Liu, in press). 

All participants were licensed airline pilots employed by the same airline and were 

Caucasian males with an average age of 40 years (SD = 9.20), and average professional tenure in 

the aviation industry of 14 years (SD = 9.90). Each flight crew observed in this study consisted 

of a captain and a first officer and may be considered a dyad or team. The status of dyads as 

teams has been debated in recent literature (Moreland, 2010; Williams, 2010), with some 

arguments in favor of and some opposed to classifying dyads as teams. We concur that some 

aspects of team behavior and dynamics cannot be ascertained through the study of dyads (for 

example, minority opinions or network emergence). However, following WilliamsÕs (2010) 
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perspective on teams, we define a team as ‘‘a distinguishable set of two or more people who 

interact, dynamically, interdependently, and adaptively toward a common goal/ 

objective/mission, who have each been assigned specific roles or functions to perform, and who 

have a limited life-span of membership’’ (Salas, Dickinson, Converse, & Tannenbaum, 1992, p. 

4, see also Hackman, 1993). All aspects of this definition apply to a flight crew; from this 

perspective, the flight crews studied here are the smallest form of teams. 

We take advantage of a simulation method widely used in industries such as aviation, 

nuclear power, and military training to create highly realistic scenarios (Stanton, 1996) and 

audio-recorded each crew during its simulation session, with the crew members’ knowledge and 

consent. The crews observed were all flying in the same full motion cockpit simulator of a 

Boeing 737-800 aircraft. Although the training flights were simulated ones, the observed crews 

knew that their performance in the simulator would directly impact their organizational 

performance evaluations and/or professional credentials. Additionally, the training scenarios, 

written by safety officers of the participating airline and based on real events that had occurred 

during past flights, were thus not only highly realistic but also afforded examination of both 

routine and nonroutine situations. Study participants were randomly assigned to the simulation 

sessions. To avoid introducing variance across different training sessions, a qualified airline 

training captain followed a prescribed script to set-up and operate the simulator. As such, all 

participating crews were faced with the same starting conditions for their training. 

The full simulation included five task activity phases or segments (National 

Transportation Safety Board, 1994): (1) preflight preparation, (2) takeoff and climbing, (3) en-

route flight, (4) descending and approaching to the airport, and (5) landing and post-landing. The 

identification and use of these segments of flight is standard throughout the aviation industry 
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(Federal Aviation Administration, 2009). The beginning and ending times of each segment for 

each crew were agreed upon by our two aviation expert raters (see below), based on their 

observations of the timing of operational tasks. Segments 1 and 2 involved standard operations 

and all crews performed similarly. Segment 3 was designed as a high volatility, nonroutine 

situation that required crews to engage in problem identification and formulation of resolution 

processes, Segment 4 was intended as a low volatility, routine situation that involves standard 

preparation for approach and landing after Segment 3 situation was under control, and Segment 5 

was designed as an additional nonroutine situation that required crews to fly the aircraft in an 

overweight configuration or with manual de-pressurization for landing (Midkiff, Hansman, & 

Reynolds, 2004). There was no pause in task activity or workflow between segments in the 

simulation. We focused our analyses on data collected during Segments 3, 4 and 5, during which 

environmental volatility varied substantially over time and teams enacted various adaptive 

behaviors and performance. 

Data coding and measures 

Two independent coders blind to our hypotheses used activity logs to code fifteen crew 

behaviors (summarized in Table 1) every 10 seconds as they listened to each audio recording. 

Our coding protocol and procedure were consistent with those used and validated in previous 

studies (Stachowski et al., 2009; Waller, 1999; Waller et al., 2004). We coded these crew 

behaviors because each behavior represents the primary substance of team coordination (Kanki 

& Foushee, 1989; Stout et al., 1999) and serves the various essential functions that determine 

team effectiveness (e.g., situation assessment, plan execution; see Burke et al., 2006). We used 

the duration of 10 seconds per coding interval because this duration has been found to provide an 

adequate representation of task activity yet increase accuracy by minimizing multiple 
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occurrences of the behavior types coded per interval (Waller, 1999; Waller et al., 2004). Such 

fine-grained coding protocol and procedure were intended to capture the moment-to-moment 

dynamics of crew interactions over time. In total, 3,978 different crew behaviors were identified, 

coded, and used in our subsequent analyses. To ensure reliable inter-rater agreement, we 

intensively trained the coders together and separately. The two coders coded all audiotapes 

independently, and met to compare their codings for each crew member and for each 10-second 

interval, discussing and resolving any discrepancies. An acceptable level of inter-rater agreement 

(Cohen’s K = 0.80) was obtained and the agreed-upon behavioral codings were used in our 

analyses.  

Team in-process planning behavior in the aviation context is essentially about how 

cockpit crews cooperatively analyze the changing task situation and construct current and future 

plans “on the fly.” The coding protocols of briefing and external communication behaviors are 

designed to capture crew’s in-process planning behavior, as both behaviors focus on the “in-

process” nature, as opposed to the “pre-task” or “pre-flight” emphasis. Specifically, briefing 

involves providing information, updates and anticipation for purposes of coordination and 

preparation for planned or unexpected occurrences. External communication involves interaction 

with parties external to the team, such as air traffic control, airline ground operations, and flight 

attendants. During flight, both briefing and external communication behaviors can involve 

gathering operational information as well as planning flight approaches, choosing contingency 

destinations, and sharing team plans for advice, input or approval. Additionally, both behaviors 

were congruent with both Marks and colleagues’ (2001) and Mathieu and Schulze’s (2006) 

specifications of processes occurring during transition phases.  

To capture team adaptiveness in each simulation segment, we used expert evaluations of 
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crew adaptive performance. Crew adaptive performance was defined as the extent to which the 

crew effectively adapts to changing environmental contingencies (e.g., active monitoring and 

scanning the situation, cross-checking each other) and demonstrates proficiency in controlling 

the situation and making viable decisions to ensure flight safety. An expert airline training 

captain blind to our hypotheses evaluated crew performance immediately after the flight 

simulation. An additional expert rater, who was a member of our research team and a licensed 

pilot and certified crew resource management observer, also rated crew performance before 

engaging in any theorizing discussions with the research team. The definition and evaluation 

criteria of crew adaptive performance were provided to both expert raters who evaluated crew 

adaptive performance for each flight segment on the following question: ÒBased on the 

performance dimensions outlined above, how you would evaluate the crew performance during 

___?(Segment name Ð Ôen-route flightÕ, ÔdescendingÕ, and ÔlandingÕ respectively).Ó A 7-point 

Likert scale was used (Ò1= not at all goodÓ and Ò7=extremely goodÓ). The performance ratings 

from both raters demonstrated good interrater reliability (ICC[1]  = .434, ICC[2]  = .605). We 

thus used the average score of the performance ratings as the indicator of team adaptiveness for 

each segment of the flight. 

Based on theoretical considerations, we also included two control variables in the 

primary analyses. First, we controlled for flying experience by computing the average number of 

years two pilots in the crew had been licensed to fly. In addition, given that pilot familiarity 

relates to crew performance (National Transportation Safety Board, 1994), we included a 0/1 

dummy variable indicating whether or not the pilots previously had trained and/or flown with 

each other.   

Analyses and Results 
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Table 2 reports the correlations between key study variables. 

Our first three hypotheses suggested that the characteristics of team interaction patterns 

would interact with environmental volatility to predict team adaptiveness in dynamic settings. 

The coded data (i.e., fifteen coded behaviors) served as the basis of patterns in the interactions of 

the crews. In order to identify patterns of interactions, we used the software algorithm Theme 

(Noldus Software). This software has been used in published research in animal behavior, 

psycho-pharmacology, child development and child psychology, sports performance, and also in 

team research (Ballard, Tschan, & Waller, 2008; Stachowski et al., 2009; Zijlstra et al., 2012) to 

detect non-obvious temporal patterns of behavior.  

Patterns of interaction and behavior can be extremely difficult to detect by simply 

looking at sequential strings of coded data, especially when behaviors not included in patterns 

intervene in the temporal sequence of the behaviors forming a pattern. Such patterns may also be 

extremely difficult to detect with alternative procedures such as Markov chains (see Magnusson, 

2000). Similarly, techniques such as log-linear modeling (Olson, Herbsleb, & Rueter, 1994), 

while powerful tools for analyzing thousands of cells representing sequential interactions, do not 

ignore intervening behaviors not included in patterns (see Figure 1). The Theme algorithm 

identifies patterns in sequential data by using three steps. First, the algorithm identifies simple 

temporal patterns Ñ  or ÔÔT-patternsÕÕÑ  consisting of two behaviors that sequentially occur 

significantly more often than by chance. For instance, the sequence: ÔÔQuestion (A)Ñ Answer 

(B)ÕÕ is a T-pattern, consisting of two behaviors (Question and Answer) that occur in this order 

more often than by chance. A T-pattern is ÔÔessentially a combination of events in which the 

events occur in the same order with the real-time differences between consecutive pattern 

components remaining relatively invariant (i.e., the time difference between A and B will be x 
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+/- y) with respect to an expectation assuming, as a null hypothesis, that each component is 

independently and randomly distributed over time’’ (Borrie, Jonsson, & Magnusson, 2002, p. 

846).  

Second, after the significant two-behavior T-patterns are identified, the algorithm cycles 

through the data potentially hundreds of thousands of times, building more complex hierarchical 

patterns of relationships among T-patterns. This so-called ‘‘bottom-up’’ approach of pattern 

detection identifies simple patterns first and then detects larger patterns as a combination of the 

simpler ones. Finally, the algorithm eliminates patterns that are less complete versions of other 

patterns. For example, and again as explained by Borrie and colleagues: ‘‘a pattern Q = 

(ABCDE) may be partially detected as, for example, (ACDE) or (BDE) or (ABCE); since 

elements of Q are missing, these three patterns constitute less complete descriptions of the 

underlying patterning. A newly detected pattern Qx is thus considered equally or less complete 

than an already detected pattern Qy if Qx and Qy occur equally often and all events in Qx also 

occur in Qy. In this case, Qx is eliminated’’ (2002, p. 847). 

The algorithm allows the user to select frequency and probability requirements for the 

patterns detected. In our analyses, based on previous published research (Stachowski et al., 2009; 

Zijlstra et al. 2012), we chose to include only those patterns that occurred at least three times 

during the task performance of our crews. Furthermore, similar to using a p value of .05 in other 

work, we required a 95% probability that patterns occurred above and beyond chance. 

We used the pattern statistics obtained from THEME to determine the duration (length) 

of the interaction pattern, pattern complexity based on the number of nested sets of behaviors 

within a pattern, and “turn taking” among actors within patterns (i.e., actor switches). We then 

submitted these data for further analysis to formally test Hypothesis 1-3.  
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Given that our data involved repeated measures nested within individuals who were 

nested in teams, we analyzed a series of regression models (one for each pattern characteristic) 

using hierarchical linear modeling (HLM). In total, there were a total of 33 data points (11 teams 

x 3 phases). In each model, team adaptiveness (in the given task segment) was predicted as a 

function of: (1) the pattern characteristic (e.g., pattern length, pattern complexity, and number of 

actor switches respectively), (2) a dummy code indicating whether each task segment was low 

volatility/routine (coded as “0”) or high volatility/nonroutine (coded as “1”) in nature, and (3) an 

interaction term between those two variables. We grand-centered the continuous predictors in the 

equations. Also, as noted above, we controlled for the flying experience of the pilots’ and for 

whether or not the two pilots previously had trained and/or flown together. However, given that 

these variables did not have a significant main effect and that their inclusion did not change 

conclusions regarding the study hypotheses, we do not include those results here.  

Results of the HLM analyses (summarized in Table 3) revealed the significant 

interactions between environmental volatility (i.e., high or low volatility) and pattern 

characteristics including pattern length (b = -0.27, p < 0.05), pattern complexity (b = -0.44, p < 

0.05), and actor switches (b= 0.63, < 0.05). Hypotheses 1-3 were thus supported. Furthermore, 

the change in R2 statistics (calculated using the formula provided by Hox, 2010, p. 70) show that 

the inclusion of the interaction term explained between 18%-21% of additional level 1 variance 

for the three respective pattern characteristics.  

To further explore the nature of these significant interactions, we graphed these 

interactions in Figure 2-4. As illustrated in the interaction plots, during high volatility, 

nonroutine segments, crew performance decreased when team interactions were longer (see 

Figure 2), more complex (see Figure 3), and involved more actor switches (see Figure 4). We 
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observed the opposite during low volatility, routine segments, as crew performance increased as 

interaction length, complexity, and actor switches increased. Some sample excerpts from the 

cockpit transcripts (see Appendix) provide vicarious evidence in support of our findings here: 

whereas high performing flight crew members engaged in relatively longer dialogues, frequent 

speaker switches, and more complex iterations during low volatility, routine situations (e.g., 

Segment 4), effective crews did the exact opposite during high volatility, routine situations (e.g., 

Segment 3 and 5).  

H4 suggested that teams engage in more planning behaviors during routine action phases 

as compared to nonroutine action phases. To evaluate this hypothesis, we used the ratio of total 

planning behavior divided by the length of time crews spent in each segment to compare the 

nature and tendency of in-process planning behavior. The results regarding this Hypothesis 

appear in Table 4. As seen there, Hypothesis 4 was partially supported. Teams engaged in less 

in-process planning during the nonroutine Segment 3 (M = 0.19) than during the routine Segment 

4  (M = 0.31; F = 2.98, p < 0.01, df = 20), but not when the nonroutine Segment 5 (M = 0.25) 

was compared to the routine Segment 4 (F = 1.21, p > 0.10, df =20). Notably, though, the pattern 

of the means was consistent with our expectation and supported previous work showing that 

teams strategically time themselves to engage in the planning behaviors in low volatility 

situations (Marks et al., 2001). 

Our final Hypothesis 5 suggested that the amount of team in-process planning behaviors 

during low volatility task situations predicts subsequent team adaptiveness in high volatility, 

nonroutine situations. Our regression model included both linear and curvilinear variables (F 

=14.21, p < 0.01). The regression result (summarized in Table 5) indicated no significant 

positive linear effect between Segment 4 planning behavior (b=10.38, SE=9.06, p > 0.10) and 
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Segment 5 team adaptiveness, but did indicate a significant negative curvilinear effect (b= -

26.48, SE=13.26, p < 0.10), providing support for Hypothesis 5. The regression result in fact 

suggested that the more in-process planning flight crews engaged in during the routine task 

activity segment, the better their subsequent performance during the nonroutine segment, but 

only up to a point; moderate levels of in-process planning behavior during the routine Segment 

4, as opposed to low or high levels, were associated with higher levels of team adaptiveness in 

the subsequent nonroutine Segment 5.  

Discussion 

As organizational environments become more volatile, unpredictable, and dynamic 

(Hofmann et al., 2009; Weick & Roberts, 1993), many authors have called for work on team 

dynamics to include more focus on emergent and dynamic views of team behavior (Cronin et al., 

2011; Mathieu, Maynard, Rapp, & Gilson, 2008) and for an event-oriented approach to the 

organizational sciences targeted at changes in current behaviors and features over time and 

across levels (Morgeson et al., in press). As a response to these calls, this paper aims to integrate 

two such views -- one focusing on the temporal nature of team episodic performance and the 

other on interaction patterns and planning in teams -- in order to enhance understanding of team 

behaviors and effectiveness in dynamic contexts. Focusing on teams that were faced with 

shifting situations during a complex simulation requiring constant task activities, we found that 

teams may achieve swift adaptation and reliable performance by timing patterned interactions 

and planning behaviors to fit in specific task contexts. Team adaptiveness is most likely to occur 

in any dynamic setting in which seamless switches from performing routine tasks to coping with 

unexpected situations are essential. Team adaptiveness is thus paramount not only in aviation 

settings, but in other settings that exemplify these conditions. As medical teams are a possible 
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example, so too are many teams in professional service firms such as consulting, law, and 

investment firms. This study thus contributes to research and practice on team effectiveness in a 

general sense by elucidating how teams can optimize their adaptiveness in dynamic contexts. 

Theoretical implications 

First, we examined the interaction effects between characteristics of team interaction 

patterns (e.g., pattern length, pattern complexity, actor switches) and workload situations (e.g., 

routine versus nonroutine situations) on team adaptiveness in dynamic settings. Our results 

suggest that effective teams engage in reactive adjustment behaviors, at least in part, by 

matching their interaction patterns to better fit the nature of the situation. This finding 

incorporates a more temporal and dynamic approach into the study of team interaction patterns, 

as previous work focused chiefly on understanding such patterns only during nonroutine 

situations (Stachowski et al., 2009; Waller, 1999) or routine situations (Zijlstra et al., 2012). 

Specifically, we found that crews that engaged in longer, more complex, and more reciprocal 

interaction patterns during routine situations performed better during those flight segments. Such 

patterns may be indicative of teams with higher levels of psychological safety (Edmondson, 

1999), in which all team members feel comfortable speaking up, making suggestions, and 

sharing information. In contrast, crews in our study with patterns that were shorter, simpler, and 

involved lower reciprocity (i.e., fewer switches among speakers) outperformed other crews 

during a nonroutine situation, consistent with previous research (Stachowski et al., 2009). These 

crews avoided long, belabored explanations and turn-taking during critical situations; instead, 

they very deliberately and efficiently shared the information and made the decisions to address 

the situation as swiftly and effectively as possible. In making this observation and in making a 

first step toward providing insight into how effective teams can manage to match their 
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interaction patterns to better fit the nature of the task situation, this paper contributes to a nascent 

literature providing useful guidance for leading teams. Given our findings regarding team 

interaction patterns are descriptive by nature, it is interesting and potentially important to 

understand why and how this ÒmatchingÓ works well.  Future research should also pay closer 

attention to the transitions between some long, complex, and participative-like patterns during a 

routine situation and seemingly directive, terse, and staccato-like interaction patterns during a 

non-routine situation, in order to help identify what team processes or characteristics best 

facilitate this switch and how. Nevertheless, by exploring the joint effects of interaction patterns 

and task workloads, we set a step towards unifying the mixed findings in current research. 

Second, we extend current work on team effectiveness by specifying the relationship 

between in-process planning and team adaptiveness in dynamic settings. We found partial 

support for the idea that teams engage in more in-process planning during routine situations 

versus nonroutine situations. Our work indicates that in dynamic contexts absent the opportunity 

of non-task phases to engage in reflective planning and discussion, teams are likely to use the 

relative cognitive simplicity of routine situations to engage in planning activities (Orasanu & 

Connolly, 1993; Stout et al., 1999). In effect, our work helps clarify a contextual boundary 

condition for the influential episodic model proposed by Marks and colleagues (2001). Although 

the Marks and colleaguesÕ framework suggests clearly demarcated action and transition 

episodes, such clear demarcation may be a residual boundary condition and only apply to tasks 

such as projects that offer the opportunity for teams to engage exclusively in transition episodes. 

Other tasks, such as flying an aircraft, require teams to constantly engage in task performance, 

although the level of task performance varies to an extent to allow the planning behaviors 

associated with transition episodes. Thus, our work offers an extension of the Marks and 
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colleagues’ framework to non-project tasks that require constant task activity. To date, this 

highly-cited paper has motivated group- and team-level researchers to include temporal 

considerations into their own models and conceptualizations of team processes. Our work 

suggests that those researchers studying teams facing constant task activity embedded within 

workloads that may suddenly change, planning behaviors can be more readily identified during 

more routine task activity. Future work should more closely examine the exact nature of this 

planning activity, as it may be qualitatively different from that engaged in by teams during 

transition phases as conceptualized by Marks and colleagues. 

Additionally, the curvilinear (inverted U-shaped) relationship in our data between 

routine-situation planning and subsequent team adaptiveness during a nonroutine situation 

suggests a more nuanced approach may be necessary in examining how team planning -- and 

particularly contingency or in-process planning -- may help or hinder team adaptiveness if 

sudden events dramatically alter the task environment. This curvilinear relationship thus 

confirms Brown and Eisenhardt’s (1997) argument that too much structure and a system will be 

too rigid to move, too little structure, and it “will fly chaotically apart” (p. 34). That is, team in-

process planning activity may initially increase team adaptiveness but too much planning has 

adverse effects on performance. Whereas early work has been relatively less attentive to the 

performance-eroding effects of planning, our focus here is therefore to offer new material for 

rethinking the nature and consequences of in-process planning in dynamic settings. We suggest 

that organizational scholars more closely examine the exact nature of processes consistency (e.g., 

in-process planning) in dynamic settings, as it may be qualitatively different from that engaged 

in by teams during routine task phases as conceptualized by Marks and colleagues (2001). To 

this end, future research should explicitly examine: (1) how in-process planning likely reaches a 
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point of diminishing returns beyond which it is unproductive or even hazardous to team 

adaptiveness, and (2) how teams quickly alter or abandon the plans previously created during 

routine situations in order to succeed and survive when faced with nonroutine events. 

Applied implications 

Our results underscore the relevance and importance of developing effective interaction 

and team planning skills for specific task situations in dynamic business environments. It is 

possible that the training and work of aviation crews studied here is too idiosyncratic to 

generalize to other organizational settings. However, parallels with collaborative endeavors in 

any type of teamwork and the rise of dynamic environments faced with a variety of business 

organizations suggest that patterned interactions and in-process planning play a central role in 

team adaptiveness. 

First, our finding regarding team interactions suggests a balanced give-and-take approach 

to information sharing and member engagement is critical in dynamic settings. The overall 

message is: more patterned communication helps the predictability or ÒflowÓ of teamwork in 

routine situations, while shorter, more staccato patterns feed information back and forth more 

quickly in the heat of team actions (Stachowski et al., 2009). In fact, such communication 

patterns have been exhibited in the now-famous Òmiracle on the HudsonÓ when Captain Chesley 

ÒSullyÓ Sullenberger III and First Officer Jeff Skiles brought the bird-hit Airbus A319 to a safe 

landing on the Hudson River and kept all 155 passengers and crew members alive. As the 

cockpit voice recorder transcripts revealed, the responses issued by Captain Sullenberger at the 

critical moments were decisive, simple, and brief. For example, his last communication with the 

ground, when the airplane was only a few hundred feet over the Hudson, included ÒUnable,Ó 

ÒWe canÕt do it,Ó and ÒWeÕre gonna be in the Hudson.Ó As Wald (2009) reported in The New 
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York Times, Ò(T)the recordings underscore how Captain Sullenberger, É., evidently stuck to the 

pilotsÕ motto of Òaviate, navigate, communicateÓ and did not bother to answer the controllerÕs 

question about ditching in the Hudson.Ó The underlying idea behind our findings and these 

examples is that particular team processes and interaction patterns are more effective to the 

extent that they fit with the nature of the task and the requirements of the external environment. 

As such, while trainers and managers may pay particular attention to the reciprocity of 

interactions and the avoidance of mono-action patterns in training, they should be aware of the 

important differences between team interaction patterns between routine and nonroutine 

workloads. Relatedly, trainers and managers should monitor the interactions of new teams 

carefully, watching for teams that seem to have episodes of interaction that obviously vary 

wildly in terms of length, complexity, or actor switches. In particular, mono-actor patterns may 

be easier than the other nuances to identify with real-time observation. 

Our findings also point to the importance of planning activities in affecting subsequent 

team adaptiveness. Team leaders and coaches may capitalize on planning activities by 

acknowledging both the potential benefits and costs of planning activities. The conventional 

wisdom is replete with suggestions for teams to be efficient in structuring action plans and 

preparing for the unexpected, presumably expecting planning to improve performance. However, 

our results suggest that too much team planning, even in the form of Òin-processÓ or Òon the flyÓ, 

may even diminish team adaptiveness in nonroutine situations. Therefore, teams should not only 

be trained to develop solid formal plans, but also to interpret feedback and decide when to 

improvise when workloads and task environments suddenly change. Team leaders thus should 

take an active role in combining team membersÕ plans with other team process consultation and 

interventions to promote effective team processes and adaptation in dynamic contexts.  
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Limitations and future research directions 

We acknowledge several limitations. First, and as noted previously, similar to other 

published work in this area (e.g. Waller 1999; Waller et al., 2004; Stachowski, et al., 2009; 

Zijlstra, et al., 2012), we studied a relatively small sample of crews, which raises the concerns 

for the generalizability and stability of our results. This limitation represents the trade-offs 

inherent in empirical team research “when data are scarce but the research questions are 

important” (Peterson, Smith, & Martorana, 2006). These authors suggested that small-sample 

studies based on sound theory and methodological innovation are valuable sources of 

preliminary insights that can pave the way for later, large-scale quantitative replication. With this 

study, we strive to offer a similar approach by using the considerably rich data. For example, the 

audio data included in our study were on average 71 minutes’ long and were coded behaviors 

every 10 seconds (see Table 1 and Appendix). In addition, and congruent with calls for more 

focus on phenomena or events (versus just outcomes) in groups and organizations (e.g., 

Morgeson et al., in press; Rousseau, 2011), we used an unconventional methodology that 

combines qualitative coding and pattern recognition software algorithm (e.g., a total of 3,978 

behaviors submitted to THEME for analysis) in order to identify pattern phenomena in crews. 

Further, the limited number of participating crews in our study may not pose a critical problem, 

given our primary goal of obtaining, via a creative methodology, tentative initial results that will 

yield a deeper understanding of the hypothesized relationships. With respect to the inevitable 

trade-off we faced between sample breadth and depth of immersion, research that examines 

relatively few teams in deep detail is, in fact, fairly common (Gersick, 1989; Stachowski et al., 

2009; Waller, 1999; Zijlstra et al., 2012). Nevertheless, future research should use larger samples 
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to replicate the relationships we found, test the boundaries of generalizability given the dyadic 

nature of our teams, and address additional questions as noted above.  

With regard to the research setting, although the interaction patterns we have studied 

were in a particular context of aviation, these patterns, and the methods used for their coding and 

analysis, can easily be transferred to other contexts, and the important variables in our study 

(planning behaviors, characteristics of certain pattern occurrence, and so on) are in fact 

‘‘context-free’’ elements for the study of team interaction. These methods may facilitate the 

accessibility of studying other team processes and behavioral patterns in various settings, 

including a laboratory setting.  

Second, we concur with the suggestion that the relationships between interpersonal 

interactions and team adaptiveness in general, and particularly in dynamic settings, may even be 

more complex than what we outlined here. Although we started to investigate the contingent 

effects of task environments (routine versus nonroutine task segment) on the interaction-

performance relationships, these effects may be contingent on other team features (Mathieu & 

Schulze, 2006). For example, a “speaking-up” cockpit climate indicating psychological safety 

(Edmondson, 1999; Edmondson & Lei, 2014) may enable the flight crews to develop a particular 

type of constructive interaction patterns that help them navigate through different task episodes 

(e.g., from routine tasks to nonroutine ones). Also, as suggested by an anonymous reviewer, 

team centralization is another potential moderator of the current findings. Plausibly, in 

nonroutine situations, the relationship between the amount and complexity of patterns and team 

effectiveness may be especially pronounced for decentralized teams (given their relatively 

limited situational awareness and mental model building) but less positive, or even negative, for 

centralized ones. We agree that exploring possibilities like this one would be useful. 
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In addition, we established and modeled team behavioral and process routines in different 

task segments (akin to the concept of “task episode” in Marks et al.’s model) in a simulated 

environment. Can real world teams partition clock time into different task segments and identify 

the duration and number of such segments? To what extent would the partition and specification 

of task segments and episodes influence their team interaction patterns and task adaptiveness? 

How would specific content of team interactions profoundly influence how these teams navigate 

through dynamic environments? Would some conversations (e.g., encouragement,  jokes, 

laughter) enable or hinder their adaptiveness? These issues and similar ones remain an important 

area for future research (see Ancona, Okhuysen, & Perlow, 2001; Marks et al., 2001; Mathieu & 

Schulze, 2006). 
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Table 1 
F

light crew
 behavior categories, definition

s, exam
ples and descriptive sum

m
aries 
 

 B
ehavior  

D
efinition 

E
xam

ple 
F

requency of C
rew

 B
ehavior

 

C
ategory 

 
 

T
otal 

M
ean 

S
D

 
C

om
m

and 
S

pecific assignm
ent of responsibility

 
Ò

tell the cabin w
e w

ill land in ten m
inutesÓ

 
397 

36.09 
14.40 

O
bserve 

R
ecognizing/noting a fact or 

occurrence 
Ò

w
e have no A

T
C

 contactÓ
 Ò

1000 (feet to go)Ó
 

664 
60.36 

20.15 

S
uggest 

R
ecom

m
endation for action.

 
Ò

w
e should tell the T

ow
er w

e need 30 seconds 
engine run-upÓ 

299 
27.18 

14.23 

Inquiry 
R

equest for inform
ation, statem

ent
 or 

analysis 
Ò

w
hat is your analysis of the problem

?Ó
 

14 
1.27 

1.49 

Q
uestion 

R
equest for confirm

ation or rejection 
of statem

ent 
Ò

do you agree that w
e should return?Ó

 
364 

33.09 
17.23 

A
nsw

er 
S

upplying inform
ation beyond 

acknow
ledgem

ent. 
Ò

M
y indicated airspeed is 370 knots, standby 

indicator reads 325 knotsÓ
 

883 
80.27 

27.23 

O
pinion 

S
tatem

ent to express personal view
 

Ò
I think w

e should not continue w
ith this 

m
alfunctionÓ 

19 
1.73 

1.85 

D
isagree 

R
esponse not in agreem

ent w
ith a 

previous statem
ent.

 
Ò

the opposite is true: differential pressure 
decreases, therefore cabin altitude clim

bs 
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have to open the outflow
 valveÓ

 

7 
0.64 

0.81 
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ation to other crew

m
em

ber on 
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hat to expect in the next stage of the 
flight and/or preparation for non-
norm

al flight situations 

Ò
A

fter take-off w
e w

ill m
ake a right turn at 

1000 feet to 020 heading and clim
b to 5000 

feet. In case of engine failure É
Ó 
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hecklist 
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he beginning of a checklist

 
Ò

O
k, taxi checklist.Ó 
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18.73 
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Laughter or hum

orous rem
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a H
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xpression  
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om
m

ent, em
otional rem

ark
 

Ò
that feels strangeÓ
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S
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pology. 

Ò
S

orry.Ó 
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ocial 
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on-task com
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unication 
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strange things happen in a LO
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T

, you know
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xternal 

com
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unication 
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em
bers, or sim

ply the training captain w
ill just step in. 
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he sum
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ary statistics (total and average frequency of crew behaviors) w
ere based on total behaviors across all five flight segm

ents. 
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 Table 2  
M

eans, standard deviations, and Intercorrelations of key variables at the team
 level 

 V
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M
ean 

SD
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3 
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6 

7 
8 

9 
10 

 1. S3 perform
ance 

 

 4.40 
 0.75 

 -- 
 

 
 

 
 

 
 

 
 

2. S4 perform
ance 
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0.85 

0.58
† 

-- 
 

 
 

 
 

 
 

 

3. S5 perform
ance 

5.08 
1.21 

0.34 
0.91

** 
-- 

 
 

 
 

 
 

 

4. S3 planning  
 

12.64 
4.90 

-0.58
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 0.08 
 0.20 

-- 
 

 
 

 
 

 

5. S4 planning 
 

21.55 
12.27 

 0.27 
-0.26 

-0.43 
-0.09 

-- 
 

 
 

 
 

6. S5 planning 
 

12.82 
10.94 

-0.15 
-0.60

† 
-0.57

† 
-0.09 

0.36 
-- 

 
 

 
 

7. Planning ratio 
0.31 

0.13 
-0.29 

-0.61
* 

-0.82
** 

-0.06 
0.33 

0.20 
-- 

 
 

 

8. Planning ratio squared 
0.11 

0.09 
-0.34 

-0.68
* 

-0.86
** 

-0.12 
0.30 

0.20 
 0.99

** 
-- 

 
 

9. Pattern length 
3.17 

0.47 
-0.27 

-0.21 
-0.04 

-0.04 
0.12 

0.33 
-0.06 

-0.05 
-- 

 

10. Pattern com
plexity 

2.00 
0.36 

-0.36 
-0.24 

-0.08 
 0.05 

0.09 
0.34 

 0.02 
 0.02 

0.98
** 

-- 

11. A
ctor sw

itch 
1.60 

0.27 
-0.23 

-0.12 
-0.02 

-0.16 
-0.07 

0.31 
-0.01 

 0.01 
0.93

** 
0.93

** 

 
 

 
 

 
 

 
 

 
 

 
 

 

 N
otes. N

 =11, **p < .01, *p < .05, †p < .10. S3 perform
ance = crew

 perform
ance during Segm

ent 3 (non-routine situation), S4 
perform

ance = crew
 perform

ance during Segm
ent 4 (routine situation), S5 perform

ance = crew
 perform

ance during Segm
ent 5 (non-

routine situation). Sim
ilarly, S3 planning = crew

 in-process planning behavior during Segm
ent 3, S4 planning = crew

 in-process 
planning behavior during Segm

ent 4, S5 planning = crew
 in-process planning behavior during Segm

ent 5. Planning ratio = the am
ount 

of crew
 in-process planning behavior during Segm

ent 4/tim
e length of Segm

ent 4.
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Table 3  
Fixed effects of pattern characteristics and task situation on team performance  
 
Pattern Characteristic b SE t df  
Pattern Length      
Intercept 4.59** 0.31  14.79  10   
Routine/non-routine 0.27 0.28 0.97  29   
Pattern Length  0.03  0.12  0.28  29   
Interaction -0.27* 0.12  -2.24  29  .18 
      
Pattern Complexity          
Intercept 4.59**  0.31 14.79  10   
Routine/non-routine 0.27  0.28   0.98  29   
Complexity 0.07  0.20    0.37  29   
Interaction -0.44*  0.20  -2.23  29  .20 
      
Actor Switches      
Intercept 4.55**  0.31 14.59  10   
Routine/non-routine 0.32  0.28   1.14  29   
Actor Switches 0.25  0.26   0.96  29   
Interaction -0.63*  0.26  -2.45  29  .21 
      
  
Notes. **p < .01, *p < .05. Routine segments were coded 0, nonroutine segments coded 1. N = 33 
flight segments for all analyses. R2= Proportion of variance accounted for at level 1 in the full 
model. = Change in level 1 R2associated with the addition of the interaction term in the 
model (i.e., compared to a model with only the two main effects). 
 
  



 

 

43 

Table 4!
Amount of planning behavior during routine versus non-routine performance phases!

! ! ! !

! Routine Phase! ! Non-routine Phases!

! ! ! ! !

! Phase 4! !           Phase 3! Phase 5!

Mean ! .31! !          .19*! .25!

SD! .13! ! .08! .10!

!
Notes. * = Significant difference in the amount of planning behavior during that non-routine 
phase versus during the routine phase (Phase 4) at p < .05. 
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!

Table 5!
Regression results predicting Phase 5 performance from Phase 4 planning behaviors. 
 
 

 

 b 
 

SE t R2 Adj. R2 

 

 

Intercept           4.83* 1.38 3.51   

Planning 
behavior 

        10.38 9.06 1.15   

(Planning 
behavior)2 

       -26.48+ 13.26 -2.00 .78* .73* 

 

 
Notes. N = 11. *p < .01,   p < .10. Unstandardized coefficients reported. 
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Figure 1. Example illustrating patterns of team interaction (model adopted from Zijlstra et al., 
2012). 
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Figure 2. Interaction plots of interaction pattern length and task situation on team performance. 
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Figure 3. Interaction plots of interaction pattern complexity and task situation on team 
performance. 
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Figure 4. Interaction plots of actor switches and task situation on team performance. 
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Appendix:  Sample excerpts of flight crew communication transcripts 
 

FO = first officer, CPT = captain. 
  
1) Sample dialogues between flight crew members in Segment 4 (i.e., low volatility, routine 
situations where the triggered nonroutine situation in Segment 3 was under control and crews 
resumed standard operations). As seen from the below, interactions patterns of high performing 
crews were characterized by relatively longer dialogues, frequent speaker switches, and more 
complex iterations (Note that the issue discussed below was directly linked to the previously 
solved problem in Segment 3).  

 
CPT:  FMC data Ð something is missing?!  It has no inputs from wind Ð something is 
missing. 
FO:  Yeah. 
CPT:  It is all blank. I canÕt tell you. I donÕt know. That is, now we have... 
FO:  Otherwise we have no flag somewhere? 
CPT:  No, ...control, engine, disagree... 
FO:  We have no fuel figures anymore? That means... 
CPT:  MmmhÉ  
FO:  Altitude Ð what does your altimeter say? 33000? 
CPT:  Yeah. 
FO:  Standby out? 
CPT:  Mmh. Standby is 33.000. Do we have FMC data or what is going on? The route is 
in. It does not have any input anymore. Flight level 350, turbulent airspeed, that is all 
missing 
FO:  Did a circuit breaker pop out? 
CPT:  Have a look, please. 
FO:  From the FMC? 
CPT:  Go on, look. What is the cause...? Normally if this appears you have fucked-up 
something in the performance page Ð either wind, temperature, or something else is 
missing...but all is in. Somehow we have an FMC failure. 
FO:  FMC is not functioning. 
CPT:   Yeah, we have .... airspeed, right. And EEC alternate mode, but that was not the 
problem. But the problem here is, that we cannot calculate our minimum fuel. We have 
departed anyway with minimum fuel and now we cannot crosscheck how much fuel we 
will have. 
FO:  Yeah. 
CPT:  Okay... 
 
 

2) Sample dialogues between flight crew members in Segment 3 (i.e., high volatility, nonroutine 
situations after the nonroutine event was triggered for training and the crew identified the 
problem of malfunctioning indexes). As seen from the below, high performing crew members 
were engaged in shorter dialogues, infrequent speaker switches, and less complex iterations. 
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CPT:  Autothrottle disengaged Ð manualÐ  
CPT:  master caution engine. 
CPT:  EEC alternate. 
FO:  EEC checklist. 
CPT:  EEC alternate checklist and autothrottle. 
FO:  We also have altitude disagree...and IAS disagree. 
CPT:  Okay, then letÕs start with indicated airspeed disagree.  
CPT:  Airspeed unreliable Ð taking actionÉ 
CPT:  Probe heat is on. My indicator reads 2-7-7. 
FO:  Mine is (unintelligible) 
CPT:  2-7-7. Okay [autopilot disconnects], I have the right side. I have control. 
FO:  You have control. 
CPT:  Mine is the good side. 
FO:  Airplane manual thrust. 
CPT:  Can you please switch the transponder to my side so ATC gets the right data? 
FO:  Memory items completed. 
CPT: Okay I level off at 3-0-0. Tell ATC that we need to level at 3-0-0. And then 
airspeed unreliable checklist. 
 
 

 


